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General Configuration
Posted by ghido - 2010/04/07 16:00

Hi, i followed your documentation and i created some VM and i installed LTSP.
But now i don't understand how function the system:

- client boot on network

- ltsp login with Idm

- automatically run the vm script gui?

Thank you

Ghido

Re:General Configuration
Posted by flavio - 2010/04/07 22:21

The clients boot thanks to the LTSP architecture.

It's about a network boot actually. LTSP maybe rather demanding to setup, so you first have to look at
the LTSP documentation.

Once a thin client has finished to boot, you will see your *dm (e.g. kdm) login manager.

The vm script gui will be managed directly once the WM has been started.

Re:General Configuration
Posted by ghido - 2010/04/08 07:44

Ok, i finish the boot and i see [dm (my login manager).
Now i login on Itsp server and then?
i have 4 vm already running.

i'm sorry, but i don't understand the process:
1 network boot (dhcp - tftp Itsp)

2 start all vm

3 Idm login

4 start vmlanch for choose vm and desktop
5 use the vm with ssh

it's correct?
Thank you

Ghido
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Re:General Configuration
Posted by flavio - 2010/04/08 10:51

ghido wrote:

Ok, i finish the boot and i see I[dm (my login manager).

Now i login on Itsp server and then?

i have 4 vm already running.

Once your thin client has booted you can use LTSP of course, and you should be able to use VMs too.
But that's a XEN issue on the server side. See our documentation for further details.

ghido wrote:

i'm sorry, but i don't understand the process:

1 network boot (dhcp - tftp Itsp)

2 start all vm

LTSP and XEN are both on the server side isn't it? So they are managed both by the server, at the same
"level". You have LTSP and XEN for the virtual machines. At this point you have to use LTSP to spread
virtual machines graphical sessions. This is described too in our documentation. The concept is that you
start your VM and then project the Windows Manager on a thin client either using Xorg or using VNC
protocol.

ghido wrote:

3 ldm login

4 start vmlanch for choose vm and desktop

5 use the vm with sshThe VM should be used via ssh only by administrators. As | told you before, users
have to use VMs on thin clients in a transparent way.

ghido wrote:

it's correct?

Thank you

Ghido
That's it! Apart of the corrections I've made on your procedure.

Re:General Configuration
Posted by ghido - 2010/04/08 12:05

flavio wrote:

Once your thin client has booted you can use LTSP of course, and you should be able to use VMs too.
But that's a XEN issue on the server side. See our documentation for further details.

Ok when the finish boot process i see Idm login manager.

when i log in i have e xterm console.
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flavio wrote:

LTSP and XEN are both on the server side isn't it? So they are managed both by the server, at the same
"level". You have LTSP and XEN for the virtual machines. At this point you have to use LTSP to spread
virtual machines graphical sessions. This is described too in our documentation. The concept is that you
start your VM and then project the Windows Manager on a thin client either using Xorg or using VNC
protocol.

LTSP and XEN are on the same server.
But i don't understand how run automatically the VM after the login manager
launching ./lanchVM in /nome/user ??

i'm sorry for my insistence but i'm very interested to vdd project for sobstitute my Itsp server.

Ghido

Re:General Configuration
Posted by flavio - 2010/04/08 19:40

Just to be more precise, after you login from your thin client on I[dm, you should have a fully operating
windows manager, like if you was on the LTSP server, and not only a xterm console. You are doing a
remote login into the central Itsp server actually.

The virtual machines are already up and running when you launch the script, but about this script and its
utilisation I'll ask to my colleague in order to be more precise and | will let you know. | look forward that
he will participate in this thread.

ghido wrote:

i'm sorry for my insistence but i'm very interested to vdd project for sobstitute my ltsp server.

No problem, but note that vdd doesn't substitute LTSP!!! Both LTSP and XEN (more generally the
virtualization itself) are fundamental for VDD to be operating. So, it's a nonsense to say i'm very
interested to vdd project for substitute my Itsp server. | hope | clarified your misunderstanding.

Re:General Configuration
Posted by ghido - 2010/04/08 21:08

Ok, i now i need to understand better the lanchVM.
It's correct i don't replace LTSP but i add VDD to my ltsp.
i think to use one VM for every user, what do you think?

Ghido
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Re:General Confi%uration
Posted by flavio - 2010/04/08 21:11

Of course you may use one VM per user. You have to make a choice depending on your need.
Obviously, if you have a lot of clients, the more users you have, the more VMs are needed with the
consequence of a system overload. But this is another issue.

Re:General Configuration
Posted by fabrizio - 2010/04/09 10:27

just to make some order, let's sum the stuff here ;)

basically, in order to run VDD system, you need:

- 1 xen server that run an ltsp environment too (dhcp - tft boot - clients images, etc.)

- on server: N running virtual machines equipped with ssh server and one or more desktop environment
- on server and on virtual machines: N users (possibly SAME users)

- 1 Itsp client (id est: a client capable of boot from network, connected to the same LAN of the server)

what should happen:
- when you boot and then login into ltsp client, as flavio said, you should have a complete desktop
environment (this is about right configuration of ltsp of course)

here we go:

- TO TEST: once logged in ltsp client desktop environment (i suppose it is gnome), open a terminal and,
as normal user, digit "Xephyr -ac :1"; you should see a - more or less - half-screen size grey window
opening;

then open one more terminal tab and ssh into the desired virtual machines (also as normal user); then
digit "export DISPLAY="ip of xen server':1"; finally you could launch your desired desktop environment
whith, for example, "gnome-session" (or "startkde" or "xfce4-session");

now you should see the desktop environment starting in the previously grey window ...

let's test in this way

- NOTE: to correctly use the launch scripts you need some other stuff (zenity package, ssh keys
exchange, correct ssh and sshd conf files and correct sudoers file); i have to complete the
documentation and i'll do it as soon as possible

let me know how it goes

Re:General Configuration
Posted by ghido - 2010/04/09 14:37

Thank you, now i understand the system.
Next week i continue the tests.
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Ghido
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